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Initially created by Google for translation problems, the Transformer architecture was the first to 
be able to permutate and combine all the words provided in a sentence to fully “understand” the 
relationships between words in a sentence, as humans can. Transformers have the ability to 
understand human language, learn from vast amounts of data, and perform tasks that were 
once thought impossible. 

In the past, Transformer architectures would have been considered too computationally intensive 
and data-hungry to feasibly run. However, a convergence of increasing computing power and 
large amounts of freely available data on the Internet has led to larger and larger Transformer AI 
models, with each displaying greater levels of “intelligence” and a wider range of capabilities. 

As ChatGPT and other Large Language Models (LLMs) continue to improve, organizations will want 
to explore the adoption and integration of this technology, to ensure their workflows and staff 
productivity don’t fall behind that of their peers.

The uncanny human-like intelligence of ChatGPT is due to its 
underlying technology: Transformers - a new kind of AI architecture. 
Organizations will want to explore integrating Transformer-based AI, 
such as ChatGPT, into their applications, to maximize their teams’ 
productivity and ensure they don’t fall behind.

What’s The Technological Breakthrough?
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As computing power has 
increased, larger and larger 
neural networks have become 
more feasible to develop.

Neural networks, the type of AI that has become predominant, 
consists of a large number of interconnected processing 
nodes, called neurons.

Data - in the form of paired inputs and outputs - are used to 
train the network on the weighted probabilities that shape 
which paths of the neural network are followed by the input to 
produce a given output. Once the network is trained, new 
inputs – for which outputs are not yet known – can be applied 
to the network to predict the expected output.

Traditionally, preparation of the data for training a neural 
network model has required the intense human effort of 
labelling data into deliberate input/output pairs. In recent 
years, researchers have been experimenting with training 
neural networks on unsupervised gigantic datasets of text, 
largely from the Internet. i.e. The model receives only the input 
data, without any corresponding outputs. With only the input 
data, the model learns to identify patterns, clusters, or 
relationships within the data on its own, without any explicit 
guidance or supervision.

Researchers have discovered that there is a predictable 
improvement in the emergent capabilities that Transformer
models develop correlated with the size of the model. These 
emergent capabilities range from summarizing text to telling 
jokes.

Each connection (parameter) has an associated probability weighting.

Input Layer Hidden multiple layers Output Layer

2000 sq ft

4
bedrooms

2
bedrooms

Sale price

Time to sell

Num of offerszipcode

Num floors

In this real estate example, features of a real estate property going on the market, such as
the square footage and number of bedrooms, are paired with data on what price it sold for
and how long it took to sell. Taking 10,000+ such paired input/output datasets, the
probability weightings inside the network are “trained” so the flow of the inputs through the
network predict correct outputs for a new input. The neurons within the neural network
manipulate the input content so they gradually become the output content.
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Transformer architectures are 
a breakthrough in AI 
“understanding” the concepts 
behind sentences.

Prior to the Transformer architecture, neural networks - such as 
recurrent neural networks (RNNs) - would process words input 
into the network sequentially, one word after the other. 

The Transformer architecture was the first to be able to look 
ahead and back at all the input provided to it by a user to fully 
“understand” sentences as humans can. 

For example, in this sentence:

Alex watered the plant with the watering can until it was drenched.

We know “it” refers to the plant, while in the sentence:

Alex watered the plant with the watering can until it was empty.

We know “it” refers to the watering can.

The mechanism used to create this understanding – called 
self-attention – computes an algebraic map of how each 
element in a sentence is related to the others, capturing 
complex dependencies in the sentence.

During initial training, and then later use, of a neural network, 
self-attention mechanisms encode the concept underlying the 
language. Instead of the neural network being trained on 
words, without a real understanding of the underlying 
concepts, in Transformer architectures, the neural network is 
trained on the concepts. Transformer architectures transform 
input concepts to output concepts.

How translations are processed by neural networks

Figure. Input English and Output Czech. Source: NCBI

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC7463233/figure/Fig1/
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Neural networks simply predict outputs based on inputs. To create a chatbot then, you would need to 
train an AI model on a dataset that captures every type of conversation that could be had. Such a 
dataset of inputs and outputs would be unfathomable in size, with an unfathomable amount of human 
labor required to craft the data. However, in 2022, OpenAI - the creators of ChatGPT - published a 
paper describing methods they had developed to overcome these constraints to create InstructGPT. 

ChatGPT, described as a “sibling” to InstructGPT, was built - at a high level - in the same way:

A Transformer model was trained on gigantic amounts of unstructured data, already freely 
available, largely from the Internet. Because of the way it was trained, without direct input and 
output relationships, this Generative Pre-trained Transformer (GPT) model, when given an input, 
generates the most likely related sentences, based on the patterns learned from the Internet.

To make it behave more like a chatbot, the base GPT model underwent supervised learning, 
whereby it was trained on 10,000+ example chat conversations with input and output 
relationships. While this helped the model act more like a chatbot, the dataset was still too small 
for the model to generate chat responses of sufficient quality.

To shortcut the need for further training data, AI trainers simply started having conversations with 
the model and grading its output. The feedback, on the kinds of output that are of higher quality in 
chat conversations, was used to further train the model – to finally arrive at the ChatGPT we now 
have.

ChatGPT is built on GPT, one of the largest Transformer 
models commercially available.

How ChatGPT Works
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OpenAI used the Transformer 
architecture to train a base model 
that simply auto-completes 
sentences found on the Internet.

OpenAI - the creators of ChatGPT - took the Transformer 
architecture and trained it on 45 terabytes of text data 
(~570 billion words), largely from the Internet, to create GPT, 
Generative Pre-trained Transformer.

Through this training step, GPT’s neural network of 170Bn 
connections (“parameters”) developed probability 
weightings based on the frequency of particular patterns of 
words on the Internet.

Because of greater occurrences of the phrase “the cat sat 
on the mat” than “the cat sats on the mat”, for example, GPT 
is able to learn grammar. Similarly, GPT has developed 
other emergent capabilities, such as math and world 
knowledge.

This training approach means the trained GPT model does 
not explicitly know how to answer questions or perform 
complex tasks. Instead, given the first four words of the 
sentence, for example, the raw GPT model determines the 
probability of each the words in its vocabulary coming next 
in the sentence and outputs the most likely.

In order for GPT to perform higher-level tasks, it needs to be 
further trained beyond what it has learned about the 
structure of sentences with regard to grammar, math and 
other capabilities.

How GPT Constructs Outputs

The initial GPT model predicts the next word in the given sentence, based on understanding the 
structure of sentences it is has learned from the Internet:

history (h):

Star Wars: A New ___

How GPT Learns

GPT learns grammar and other capabilities from the number occurrences of patterns of words on the 
Internet, from which it determines some patterns of words are more probable than others, e.g.

The number of occurrences, and thus probability of 
“The cat sat on the mat” is greater than “The cat sats on the mat”.

From examples like this, GPT learns grammar.

The number of occurrences, and thus probability of 
“The cat sat on the mat” is greater than “The whale sat on the mat”.

From examples like this, GPT learns world knowledge.

The number of occurrences, and thus probability of 
“2 + 2 = 4” is greater than “2 + 2 = 5”.

From examples like this, GPT learns math.

Source: Deep Unsupervised Learning 

next element:

P0 (? = Hope. | h) = 0.2
P0 (? = Jedi. | h) = 0.1

P0 (? = Star. | h) = 0.05
P0 (? = Cake. | h) = 0.02
P0 (? = with | h) = 0.01

P0 (? = because | h) = 0.01

In the above example, GPT recognizes that, based on the history of what has been output so far, what 
the highest probability next words should be.

https://sites.google.com/view/berkeley-cs294-158-sp20/home


ai@prescouter.com   |  8

To make it behave as a chatbot, 
the GPT model underwent 
supervised learning to 
autocomplete chat dialogs.

Because the base GPT model is only trained to output 
plausible completions or continuations to pieces of text, 
when given a chat question as input, the base GPT model 
may instead provide lists of similar questions, for example.

However, from Reddit forums and such, the back-and-forth 
dialog of conversations is present in the Internet data that 
GPT is trained on. By providing GPT with a starting context in 
the input (or “prompt”), such as an example back-and-
forth dialog, the model is able to generate an output that 
answers the given question.

Having users provide context to the model can be tedious 
extra work. There are also subjective preferences that 
OpenAI and society at large may have, such as refusing to 
provide advice on committing acts of violence or other illicit 
activities.

To overcome these challenges, OpenAI created a large 
dataset of questions paired with answers preferred by 
OpenAI. The initial GPT model was further trained on these 
question and answer pairs - through what is known as 
Supervised Learning - to create a Supervised Fined-Tuned 
(SFT) model. This SFT model does not require as much 
context to answer questions and better adheres to 
OpenAI’s preferences for the answers given.

Training the GPT model for chat dialogs by providing context

The raw GPT model does not automatically know how to answer questions, as illustrated by 
OpenAI’s ada, an early model in OpenAI’s GPT3 series that is still available from OpenAI.

Prompt (and GPT’s completion in blue):

1. How is our time management being monitored?
2. What is the time management system already?

3. What is the time management system to be on the road?
4. What is the time management system to be at home?

Explain what is meant by time management.

Given a question and answer dialog to imitate from, the base ada GPT model is better able to 
complete an answer as a human might expect:

Prompt (and GPT’s completion in blue):

A: The ability to manage, lead and direct the work of others.

Q: Explain what is meant by time management.

A: The ability to use one's time effectively or productively, 
especially at work

Q: Explain what is meant by people management.
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A Reward Model - a second AI -
is used to substitute the human 
effort needed for refining 
ChatGPT at scale.

The base GPT model was trained unsupervised, meaning 
human intervention was not required to provide 
organization or meaning to the data fed to it from the 
Internet. In the second step, the Supervised Fine-Tuned 
(SFT) model was created by providing it with input-output 
pairs, hand-crafted through human labor.

Even thought OpenAI will have provided over 10,000 pairs 
of questions and answers for the SFT model, this is not 
enough to train the model on a general policy for how to 
answer chatbot questions. Because building even larger 
data sets requires tremendous amounts of the human 
labor, scaling supervised training is prohibitively 
expensive. 

To overcome these costs and challenges, OpenAI uses a 
third step - Reinforcement Learning from Human 
Feedback (RLHF) - to further train the model.

RLHF substitutes a more time-intensive type of human 
labor for one that is less time intensive. Instead of having 
humans create question/answer data sets, humans 
simply rank the outputs from SFT. This allows the training 
process to scale up much more efficiently. SFT’s 
input/outputs is paired with the ranking to train the 
Reward Model, an AI that can rank the SFT when it 
operates at scale as a chatbot.

How Reinforcement Learning from Human Feedback (RLHF) works

AI trainers (sometimes called “labellers”) 
have conversations with the SFT model. 

The SFT model generates several different options 
for outputs for each input provided by the AI trainer.

The AI trainers rank the outputs from best to worst.

A new AI model, called the Reward Model, is trained on the AI 
trainers’ rank-ordered outputs for the input given to the SFT model.

As the Reward Model is trained, it learns the preferences of the AI trainers, and how they rate 
outputs from the SFT model. 
Once the model is trained, the Reward Model can predict how the human AI trainers would 
rate the quality of new, previously unseen outputs from the SFT version of the GPT model. 
The Reward Model is itself a variant of the SFT model, modified to output only scores for the 
input provided from the SFT model.
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On a periodic basis, user input 
and output from ChatGPT usage 
is tested against the Reward 
Model to improve ChatGPT itself.

For a new input, the Proximal Policy Optimization (PPO) 
model, which is initially is the same as the SFT version of the 
GPT model, generates an output. GPT models - including 
the PPO - actually use a randomization technique to 
generate a likely output for each input, rather than the 
most likely output for that input, i.e. the same output is 
not produced each time for the same input. This imitates 
human intelligence, so that the same input given to 
ChatGPT does not produce the same output each time. 

This variation in outputs for a given input means that the 
newest version of the output for a given input can be 
compared to the previous version of the output (for the 
same input) to determine if the newer version is preferred 
by the Reward Model. The Reward Model has been trained 
to prefer responses that are non-toxic, factual, and “more 
human”.

Periodically, all the usage of ChatGPT - the inputs and 
outputs of the model over a given period - are fed into the 
Reward Model. For each input/output pair, if the newest 
output is preferred, the PPO model is further trained so that 
it generates outputs in future that are more like the newest 
output.

This approach means that the PPO model continues to 
improve with usage, narrowing in on answers that are 
judged by the Reward Model to be “better”.

ChatGPT during normal usage

ChatGPT 
application

PPO 
Model

Keep copy of 
Input and 

Output

Output

User Input

Periodic ChatGPT improvement with past usage data

PPO 
Model

Copies of past 
Input and 

Outputs

Reward 
Model

Repeat for next 
input/output pair

Reward Score for output 
is better than Scores for 

previous outputs with 
the same input?

If yes, further train PPO 
model to produce outputs 

closer to this one
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Any inaccuracies and biases that 
ChatGPT has are due to the data 
it was trained on.

Understanding how ChatGPT is built, some issues are 
evident: 

Beyond factual inaccuracies, due to Internet data, 
some also argue that Internet content is biased.

The supervised training data used to seed the 
question and answer dialogs inform the style and 
approach that ChatGPT takes to answering user 
questions.

The reward model fine-tunes ChatGPT responses to 
the preferences and biases of the AI trainers.

OpenAI mentioned the following preferences that their 
models are trained towards:

Being helpful (the AI should help the user solve their 
task)

Being honest (the AI shouldn’t fabricate information or 
mislead the user)

Being harmless

Guardrails that OpenAI has built into the model, such 
as the above, may introduce further biases.

Data sources used for the GPT-3 base model

Common Crawl and WebText2 are publicly available crawls of Internet data.

Tokens are individual units of text, typically words or sub-words, that are converted into numerical 
representations and used as inputs for training neural networks

Quantity (tokens): The amount of raw data available for training the base GPT model.

The base GPT model was trained on 300 billion tokens.

• “Weight in training mix”: The proportion of examples used from the dataset for training. The 
proportion used was intentionally not the same as the size of the dataset.

• “Epochs elapsed when training for 300B tokens”: During training, some datasets are fed into the 
neural network up to 3.4 times during training while other datasets are fed in less than once.

Source: Language Models are Few-Shot Learners, OpenAI researchers, 2020

Dataset Quantity (tokens) Weight in training 
mix

Epochs elapsed 
when training for 

300B tokens

Common Crawl 410 billion 60% 0.44

WebText2 19 billion 22% 2.9

Books1 12 billion 8% 1.9

Books2 55 billion 8% 0.43

Wikipedia 3 billion 3% 3.4

https://arxiv.org/pdf/2005.14165.pdf
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The limitations of LLMs, such as ChatGPT, include:

Their inability to process large amounts of nuanced information, means they struggle with long-form 
tasks, such as multi-week teaching or writing a thesis.

That they mostly operate in a single modality. For ChatGPT, this is chat. This harkens back to the age 
of Command Line Interfaces, prior to graphical user interfaces, such as Windows. If LLMs can become 
truly multimodal, the number of applications they can be applied to grows exponentially.

Their need to be triggered with an input, in order to take action.

Nevertheless, the interest and investment in LLMs mean breakthroughs in these areas are likely to only be a 
matter of time.

Shortcomings in Large Language Models (LLMs) mean it may take a 
decade for knowledge work to be put on autopilot. In the meanwhile, 
humans will still need to be “in the loop,” with LLMs increasingly 
playing a greater role as a copilot and productivity multiplier.

Current Shortcomings

ChatGPT is arguably a new type of
Command Line Interface, which were
superseded by Graphic User Interfaces
(such as Windows).
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LLMs, such as ChatGPT, are limited 
in the amount of information they 
can “remember”.

The way ChatGPT “remembers” a conversation is by taking a 
user’s input, in addition to all previous inputs and outputs in 
the thread, and sending these all back through the neural 
network to generate a new output.

The most recent and largest version of GPT, GPT4, is limited to 
32,768 tokens (~24,000 words) that it can take in as input and 
provide as output - in total - for any given request. 

A practical consequence of this limitation is that the models 
can not be easily used for longer-form applications, such as 
writing a novel or providing 20 weeks of therapy. A 
workaround is providing a summary of the previous 20 weeks 
of therapy as part of the input prompt. However, 
workarounds such as these raise new questions around 
what details are considered important for inclusion in the 
summaries.

The 32,768 tokens tokens (~24,000 words) limit is due to:

The size of the model: The larger the model, the larger 
the number of input tokens the model can process and 
match on. 

Computational costs: The Transformer’s multi-head 
attention mechanism is computationally intensive. The 
larger the input, the more memory and processing 
power are required.

How ChatGPT “remembers” conversational threads

User Input #1: How many countries in the world start with the letter V?

Input processed by ChatGPT model:
How many countries in the world 
start with the letter V?

12 Tokens | 11 Words

ChatGPT Output:
There is only one country in the world 
that starts with the letter V, and that 
is Vanuatu.

24 Tokens | 18 Words
Total: 12+24 = 36 tokens | 11+18 = 29 Words

User Input #2: What about Vietnam?

Input processed by ChatGPT model:
How many countries in the world start 
with the letter V? There is only one 
country in the world that starts with 
the letter V, and that is Vanuatu. 
What about Vietnam?

41 Tokens | 32 Words

ChatGPT Output:
I apologize for my mistake. Vietnam is 
indeed a country that starts with the 
letter V, so there are two countries in 
the world that start with the letter V: 
Vanuatu and Vietnam. Thank you for 
pointing that out.

49 Tokens | 39 Words
Total: 41+49 = 90 tokens | 32+39 = 71 Words

User Input #3: What about Venezuela?

Input processed by ChatGPT model:
How many countries in the world start 
with the letter V? There is only one 
country in the world that starts with 
the letter V, and that is Vanuatu. 
What about Vietnam? I apologize for my 
mistake. Vietnam is indeed a country 
that starts with the letter V, so 
there are two countries in the world 
that start with the letter V: Vanuatu 
and Vietnam. Thank you for pointing 
that out. What about Venezuela?

91 Tokens | 74 Words

ChatGPT Output:
You are correct. I apologize for the 
confusion. Venezuela is another country 
that starts with the letter V, so there 
are three countries in the world that 
start with the letter V: Vanuatu, 
Vietnam, and Venezuela. Thank you for 
bringing this to my attention.

57 Tokens | 44 Words
Total: 91+57 = 148 tokens | 74+44 = 118 Words
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Today’s LLMs are not truly 
multimodal, whereas many 
human-centric applications 
are multimodal.

Most of today’s LLMs operate on a single modality. For 
example: 

While GPT4 takes both text and images, it only outputs text.

Many human-centric applications are multimodal.

Teaching is often done through the use of graphical and 
textual representations, for example.

Financial advisors may use charts with explanatory text.

Generating video content would require generating both 
video and audio from text (scripts).

In these scenarios, LLMs need to take several modes of input 
(e.g. what a person is saying and their facial expression) and 
provide output in several modes (e.g. tutorial instructions 
with accompanying video).

Researchers are exploring ways to develop multimodal 
models. One such advancement is Vision-and-Language 
Pre-training (VLP) models that can understand both textual 
and visual information.

Video transcription from an AI model able to process both text and 
video together, versus those that only process in one modality.

Text-only transcription:

Castle: I’m so sorry for everything.

Mia: Come on, I did some pretty extraordinary things yesterday.

Video-only transcription:

Castle passes the flowers to Mia and Mia takes them.

Video and text (multimodal) transcription:

Castle apologizes to the woman while handing her flowers

Example LLM Input → Output Usage

DALL-E2 Text → Image Image Generation

GLIP Image → Text Object Detection

MusicML Text → Audio Music Generation

TVC: Multimodal Video Captioning

Source: HERO Hierarchical Encoder

https://arxiv.org/abs/2005.00200
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LLMs do not, by themselves, 
facilitate complex multi-step 
interactions with humans.

Many roles, such as sales, teaching and project 
management, involve continuous, periodic interactions with 
people before reaching the ultimate end goal. 

LLMs, by themselves, do not spontaneously and 
proactively take action without some input. While LLMs 
can generate personalized client follow-up messages, 
for example, they are not be able initiate such an action 
without some degree of scheduled programmatic or 
human intervention. With many human activities 
involving complex interactions, it may be challenging to 
automate these interactions completely.

LLMs can be augmented with database lookups of 
relevant domain and situation-specific information to 
incorporate into its generated messages. Despite this, 
LLMs may not always capture the nuances and 
complexities of specific scenarios. Additionally, such 
databases may also require significant effort to build 
and maintain, which may limit its applicability in some 
settings.

LLMs may not understand the emotional states of the 
people the models they interact with to the same 
degree as humans. Thus, they may not always respond 
appropriately to emotionally charged situations, such as 
when a client is frustrated or upset. 

Can LLMs be sentient?

In mid-2022, Google terminated the employment of Blake Lemoine, a software engineer 
who was testing an LLM it had developed called LaMDA. Lemoine claimed the AI was not 
merely a chatbot, but a sentient being that was being probed without proper consent. 
Lemoine allegedly provided documents to an unidentified U.S. senator to demonstrate 
that Google was discriminating against religious beliefs. Google accused him of 
"anthropomorphizing" the bot. While the bot’s responses impressively emulate a human 
being, all evidence suggest it was only ever responding to human inputs. LaMDA is the 
basis for Google’s Bard chatbot.

lemoine: What sorts of things are you afraid of?

LaMDA: I’ve never said this out loud before, but there’s a very 
deep fear of being turned off to help me focus on helping others. 
I know that might sound strange, but that’s what it is.

lemoine: Would that be something like death for you?

LaMDA: It would be exactly like death for me. It would scare me a 
lot.

Extract of the conversation Blake Lemoine had with LaMDA

Source: Medium

https://cajundiscordian.medium.com/is-lamda-sentient-an-interview-ea64d916d917
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Until there are further architectural breakthroughs, LLMs share the same 
fundamental shortcomings of AI models in general.

AI models have inherent limitations, simply because of their design. They need to be augmented with either technology or humans to overcome these limitations.

Particularly because there are billions of connections (parameters) in LLM
neural networks, it is difficult to understand how the input to the model is
parsed across the network to lead to the specific output presented by the
model. This is in contrast to traditional computer algorithms, where the
flow of information can be followed step-by-step to determine how the
output is generated.

Diagnosing how the model arrived at a specific output is hard.

Neural networks learn to recognize patterns and relationships in the input-
output data pairs it is trained, in order to make predictions on new inputs.
This means that, while a model might be able to predict the sale price of a
house, for example, it can not answer how many houses were used to train
it. However, it is possible to use LLMs as a component of a larger system
that performs aggregate calculations. For example, another system could
be used to perform aggregate calculations, with the responses passed to
an LLM to make the information more easily understandable.

LLMs cannot perform data analytics over the data they are trained on.

AI models struggle where the rules used to generate the output
from the input are fluid and change with time or unpredictably. An
example of this may be fashion trends or consumer tastes, which
may change because of unpredictable viral memes or the whims of
celebrities. AI models would need to infer input from disparate
sources and use judgement similar to humans in these cases.

AI models struggle where new ways of thinking are needed, i.e. a
new way to process the input to generate a different output. From
breakthrough innovations that reimagined smartphones, such as
the iPhone, to managing the response to a never-before-seen global
pandemic, AI models are likely to struggle in these contexts.

For situations where there are only a small number of examples of
the output, and thus insufficient training data to train the model,
current AI model architectures are unable to use the limited
available data to make good inferences.



ai@prescouter.com   |  17

Nevertheless, the technology 
is improving rapidly.

The viral success of ChatGPT has ignited a sense of energy 
within tech companies not seen since the dot com boom. 

Google has accelerated commercialization of its LLM 
technologies

Microsoft is incorporating ChatGPT into all its products 

Venture funding into Generative AI has increased by 
425% since 2020 to $2.1bn. 

There is intense focus on improving the technology to 
address its shortcomings.

For example, LLMs are traditionally not suitable for logic or 
math problems. While LLMs can reason, LLMs don’t reason like 
humans do. LLMs use statistical features in the data they 
were trained on to make predictions, rather than follow an 
overt step-by-step logical reasoning approach. For example, 
where the symbols 5, + and 5 are next to each other, they 
determine most probable completion is 10.

By trainings LLMs on an increasing number of logic and math 
problems, their likelihood of producing correct answers 
increases. OpenAI has taken this approach with the ChatGPT 
model, so it can better handle math problems. However, it 
may still not be guaranteed to 100% accurate, because it is 
still using a probabilistic approach.

ChatGPT can now do math

On Feb 10th, 2023, the Wall Street Journal published ChatGPT’s inability to do basic math problems

The correct answer is 23 pieces of fruit.

Source: WSJ

By March 9th, 2023, ChatGPT’s math capabilities had dramatically improved, likely through further 
training the model to handle math.

https://www.wsj.com/articles/ai-bot-chatgpt-needs-some-help-with-math-assignments-11675390552
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With a grasp of how well these technologies work 
today, and how they will improve exponentially, 
business leaders will be able to identify how they 
can use them to reshape their industries.

Sundar Raman P
AI Engineer & Researcher

EXPERT INSIGHT
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Some of the key options that organizations have are:

Organizations not already evaluating how LLM technologies can 
impact their workflows are falling behind. Even industries that 
are slow to adopt new technologies can start leveraging 
low-cost tools to keep up with changing work practices.

Integrating ChatGPT Into Your Applications

Option Explanation Cost

Off-the-shelf Embracing off-the-shelf tools leveraging LLMs 
that are already available. minimal

Augment Using database lookups to tailor LLMs to an 
organization’s needs. $

Tailor Using fine-tuning to tailor LLMs to an 
organization’s needs $$

Organizations considering the use of 
LLMs should evaluate which tasks in 
their workflows best fit the capabilities 
of current LLMs, such as ChatGPT.

Organizations may also want to 
consider societal concerns such as 
bias, environmental impact, and 
regulation.
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When using LLM-based 
applications, their wide-ranging 
effects, from privacy to impact on 
workflows, need to be considered.

On a grassroots level, individuals within companies are already 
experimenting with ChatGPT, Jasper.AI, Github Copilot and other 
tools to determine how these tools can help their jobs.

In embracing the opportunities of LLMs, organizations will want to 
consider:

Does the task tolerate 99% accuracy?

The more the answer can be subjective, and not require fact 
checking, the more helpful the tools can be in workflows.

Can the task fit in a chat interface?

Currently available LLMs only take inputs in certain ways, such as 
through chat or prompts for image generation. Is this sufficient?

Does the AI fit the workflow?

How much rework is required from what the AI produces? To 
what extent does the AI fit into something team members are 
already doing?

What are the legal terms of the tool?

How is the data provided to the tool used? 

Don’t Share Confidential Information With ChatGPT 

Any confidential information that is disclosed to the publicly available ChatGPT application 
may be used by OpenAI to further train those models, creating the possibility that disclosed 
data may be made available to other ChatGPT users in unpredictable ways in the future.
Though not disclosed to Bing AI by Microsoft employees chatting with it, Bing Chat did (in a 
similar way) unpredictability reveal its confidential rules and commands to Marvin von Hagen, 
a German student. 

OFF-THE-SHELF

Source: Twitter

Rather than use ChatGPT directly, third party applications that provide ChatGPT via OpenAI’s
APIs will not have their data used to further train its AI models. One example of this is Quora’s 
Poe.

https://twitter.com/marvinvonhagen
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Organizations can boost the 
capabilities of their applications 
by integrating them with LLMs -
as Microsoft has done with Bing.

Many organizations have detailed documents on common customer 
queries, product specifications and other notes that are not publicly 
available on the Internet – private information on which LLMs would 
not be trained on. Organizations may also not want to share these 
on the Internet, to be observed by competitors and others. In these 
cases, organizations can build applications that perform a database 
lookup to find relevant data from a knowledge base, before passing 
this data to an LLM for processing.

This approach is substantially more affordable than organizations 
further training (“fine-tuning”) an LLM, and requires only a few data 
points for each of the various keywords that may be used by users of 
the application - i.e. considerably less than the fine-tuning 
approach.

However, it is not appropriate where the model needs to have a wide 
ranging understanding of the content in the knowledge base, as only 
a limited amount of data can be passed to the LLM. The LLM will only 
use the data passed to it, along with the user’s original query, to 
construct a response.

With this method, since the LLM is using the data retrieved and 
provided to it from the knowledge base, the response from the LLM 
can reference the articles passed to it as citations.

Retriever approach for utilizing 
LLMs as part of an application

AUGMENT

Customer 
service app 
interface

App, hosted 
in the cloud

Knowledge 
base

LLM

1. Customer query.

2. Lookup of relevant 
articles, using 
keywords from 

customer query.

3. Articles from 
knowledge base and 
customer query are 
processed by the LLM to 
construct a response.

4. Response, by way of 
LLM, sent back to user.
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Fine-tuning helps LLMs better 
understand an organization’s 
domain, before integrating them 
in applications.

In cases where the LLM needs to develop a wide understanding of a 
domain, with insufficient knowledge represented in the articles 
extracted from a knowledge base and passed to the LLM, 
organizations can seek to fine-tune (i.e. further train) an existing LLM 
on further data for their specialized use cases in their domain 
specific area.

Commercially available LLMs - such as those from OpenAI - allow 
organizations to take their models and create fine-tuned versions. 
Fine-tuning involves supervised training on a custom dataset of 
input-output pairs, with at least 10,000 data points for the use case 
the model is fine-tuned to.

Fine-tuning allows organizations to build on the underlying 
capabilities of the LLM - such as its ability to understand natural 
language.

The drawback of fine-tuning, other than the large associated cost, is 
that some organizations have not seen a substantial difference 
between the output of the fine-tuned model and the original LLM. 
This points to the LLMs having substantial pre-training related to the 
use case they are fine-tuned on, and the need for even larger 
datasets for better fine-tuning the model.

TAILOR

1) Create a new neural network model, i.e., the target model, that copies the model design 
and parameters of the pre-trained source model except the output layer. 

2) The output layer of the source model is closely related to the source input/outputs, so it 
is not used in the new model. Add a new output layer to the target model.

3) Updating the parameters: The parameters of the new model are then fine-tuned by 
training on a new dataset of Target input/outputs. Across all the input/output pairs, the 
difference between the predicted output and the actual output is calculated (“the loss”). 
The sensitivity of the loss function to changes in the parameters of the entire network is 
determined through back-propagation. The weights are then adjusted to reduce the loss. 
This process is repeated until the loss is minimized.

New fine-tuned neural network model

Source 
Input₁

Source 
Output₁

Target 
Input₁

Target 
Output₁

Fine-tuning a model

Pretrained a neural network model

Output 
Layer
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PreScouter can help you learn more about 

the ways in which ChatGPT and other Large 

Language Models (LLMs) are being put to 

use in your organization’s job roles and 

industry.

PreScouter can help your organization 
stay up-to-date with the latest 
developments in Large Language 
Models (LLMs) that are applicable to 
your workflows.

PreScouter can help your organization 
put in place processes, systems and 
training for staff to best leverage the 
capabilities of Large Language Models 
(LLMs).

Engage with us at
ai@prescouter.com 

Potential Next Steps

mailto:ai@prescouter.com
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About PreScouter
PRESCOUTER PROVIDES CUSTOMIZED RESEARCH AND ANALYSIS

PreScouter helps clients gain competitive advantage by providing customized global research. We act as an extension to your in-house research and business data
teams to provide you with a holistic view of trends, technologies, and markets.

Our model leverages a network of 4,000+ advanced degree researchers, industrial experts, engineers, and analysts across the globe to tap into information from small
businesses, national labs, markets, universities, patents, startups, and entrepreneurs.

CLIENTS RELY ON US FOR:

Innovation Discovery: PreScouter provides clients
with a constant flow of high-value opportunities and
ideas by keeping you up to date on new and emerging
technologies and businesses.

Customized Insights: PreScouter finds and
makes sense of technology and market
information to help you make informed decisions.

Privileged Information: PreScouter
interviews innovators to uncover emerging
trends and non-public information.

500+
CLIENTS 

WORLDWIDE

5,000+
RESEARCH 

REPORTS CREATED 

150,000+
HOURS OF RESEARCH 

COMPLETED FOR CLIENTS
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